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Abstract

The absolute amount of deuterium in amorphous deuterated carbon (a-C:D) layers has been measured by six

laboratories with di�erent techniques, such as MeV ion beam analysis, secondary ion mass spectrometry (SIMS), and

thermal desorption spectrometry (TDS). The a-C:D layers have been deposited from a CD4 glow discharge plasma onto

carbon and silicon substrates. The results for the absolute numbers obtained with the di�erent analysing techniques

show a scatter of up to about 35% around the average value. These deviations are larger than the errors stated by the

experimentalists and indicate possible systematic uncertainties in some of the measurements. Ó 2000 Elsevier Science

B.V. All rights reserved.

1. Introduction

In experiments with magnetically con®ned high

temperature hydrogen plasmas such as investigated in

controlled thermonuclear fusion research, the vessel

walls are bombarded with hydrogen isotope ions and

energetic neutral atoms at energies ranging from a few

eV to keV [1±4]. This causes implantation and accu-

mulation of hydrogen isotopes in the plasma facing wall

materials [5±9]. For an understanding and control of the

hydrogen balance and tritium inventory in fusion ex-

periments, it is important to be able to quantitatively

analyse the total amount of hydrogen isotopes in

di�erent areas of the vessel walls, and to get information

on the depth distributions and binding states of the

hydrogen trapped in the wall materials. The quantita-

tive analysis of hydrogen isotopes in thin ®lms is also of

signi®cant importance beyond the ®eld of fusion re-

search. For example, the properties of amorphous hy-

drogenated carbon (a-C:H) layers depend to a large

extent on the hydrogen content [10,11]. Such ®lms are

usually produced from low-pressure glow discharges in

hydrocarbon gases and their hydrogen content may

vary over wide ranges depending on the deposition

conditions [10±14]. In addition, hydrogen plays an im-

portant role in the microstructure of other amorphous

hydrogenated materials, such as e.g. amorphous hy-

drogenated boron (a-B:H) [15] and silicon (a-Si:H)

layers [16]. The quantitative determination of the hy-

drogen content is an important prerequisite for the

understanding of the microscopic structure of these

materials.
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Several analysis techniques can be applied for mea-

suring the total amount and the depth distribution of

deuterium in the surface layers of solids [17±19]. These

are MeV ion beam analysis techniques [20], such as

nuclear reaction analysis (NRA) [15±21], proton elastic

backscattering [22] and elastic recoil detection analysis

(ERDA) [15,19,23±27], sputter depth pro®ling with

calibrated secondary ion mass spectrometry (SIMS) [28],

including accelerator mass spectrometry (AMS) for tri-

tium analysis [29,30], and thermal desorption spect-

rometry (TDS) [31]. All these techniques give in

principle quantitative results. The MeV ion beam tech-

niques can give directly absolute numbers if the analy-

sing ion ¯uences and the opening angles of the detectors

are known, while for SIMS, AMS and TDS calibrations

are necessary.

In sputter depth pro®ling, such as calibrated SIMS

[28] and AMS [29,30], the hydrogen isotopes in surface

layers up to a depth of several 10 lm are probed with

very high sensitivity, while in TDS [31], the hydrogen

isotopes trapped not only in the surface layer, but also in

the bulk of the material, are measured. With the SIMS

and TDS techniques, the analysed layers of the samples

are destroyed during the measurement. In MeV ion

beam analysis only surface layers of typically <1 lm are

analysed [32] and only some destruction takes place,

such as dislocation of atoms by the incident ion beam

and loss of volatile species. This has to be taken into

account in evaluating the measured data [33±35].

With the D(3He,p)a NRA technique, using 3He ions

with energies of 790 keV, depths of about 1 lm can be

probed [18,19]. Larger depths up to several lm have

been analysed using higher incident 3He energies up to

2.6 MeV [18,36,37], or cutting the surface layer at an

oblique angle, such as in ion beam slope cutting (IBSC),

and analysing the surface of the slope with a microbeam

[21,38]. Deuterium can further be measured with proton

elastic backscattering [22,39,40]. However, for incident

proton energies of 2.5 MeV, the analysed depth is also

limited to about 1 lm and the deuterium signal overlaps

with the high intensity of protons backscattered from

the substrate material, resulting in additional statistical

errors. In ERDA, using primary heavy ions with ener-

gies in the MeV per atomic mass unit (amu) range, all

hydrogen isotopes and their depth distributions as well

as the surface layer chemical composition are measured

up to the lm range [25±27,32].

In this work, the MeV ion beam techniques NRA

and ERDA with incident He ions and heavy ions,

sputter depth pro®ling with SIMS and TDS have been

applied in several di�erent laboratories for the analysis

of a-C:D ®lms. The ®lms have been deposited in one

deposition run from a low-pressure glow discharge in

CD4 onto polished graphite and silicon substrates. All

the a-C:D ®lms on the C and Si samples were thoroughly

analysed by NRA prior to shipment to the di�erent

groups in order to ensure the same deposition on each

sample.

2. Sample preparation

20 graphite and 25 silicon samples were simulta-

neously coated with an a-C:D layer. The samples were

labelled by a number and material according to Fig. 1.

The carbon samples were numbered from 21C to 40C,

the silicon samples from 1Si to 25Si. The carbon samples

(10� 10� 3 mm3 in size) were machined from ®ne

grain graphite EK98 and mechanically polished on one

side. The remaining surface roughness, including cracks

was in the lm range. They were cleaned several times in

an ultrasonic bath of isopropanol and subsequently

degassed for 4 h in a vacuum of about 1� 10ÿ5 mbar at

a temperature of 900°C. The single-crystalline silicon

samples (about 10� 10� 0:4 mm3 in size) were also

cleaned in an ultrasonic bath using isopropanol, ace-

tone, and distilled water for 10 min each.

The 20 graphite samples were fastened in the central

area of a stainless steel electrode having a diameter of 10

cm (Fig. 1). Di�erences in height relative to the surface

of the electrode and between the samples would cause

inhomogeneities and fringes during plasma deposition.

In order to avoid these steps, grooves have been ma-

chined in the stainless steel electrode which allowed to

position the surface of the graphite samples at the same

level as the remainder of the electrode surface so that no

steps or elevations occurred. Inhomogeneities are also

caused by distortions of the electric ®elds due to the

transition from one to another material. In order to

reduce these fringe e�ects the carbon samples were

mounted in a rectangular area consisting of ®ve columns

and four rows with the sides pressed close to each other.

In this arrangement four samples at the corners of this

rectangle (samples no. 21C, 25C, 36C, and 40C, see

Fig. 1) have a neighbouring stainless steel surface on two

sides. The 10 samples at the sides of the rectangle border

have a stainless steel surface on one side and only the six

central samples have just adjacent graphite surfaces.

Although we assume that the transition from steel to

graphite does not induce signi®cant deviations of the

thickness and composition of the deposited ®lm, the four

samples from the corner positions were not used for the

Round Robin analysis. Since the samples are pressed

together from the sides, it is also assured that only the

plasma-facing surface of each graphite sample is coated

with the ®lm. This is especially important for the TDS

analyses in order to avoid coatings on the sides of the

substrates, which would contribute to the signal. The

deposition rate and the structure, especially the hydro-

gen or deuterium content, respectively, of a-C:H or

a-C:D ®lms depend further on the substrate temperature

[14,41]. For a homogeneous deposition all samples must
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have approximately the same temperature. This was

achieved for the carbon samples by the tight mounting

of the 5� 4 samples.

20 silicon samples were placed on the stainless steel

electrode in a circle around the centrally arranged car-

bon samples and at a distance of about 1 cm from the

rim (samples no. 1Si±20Si, see Fig. 1). Five silicon

samples (samples no. 21Si±25Si) were placed at other

positions to allow an estimation of the overall homo-

geneity. The silicon samples could not be clamped very

tightly to the substrate holder; therefore, a larger tem-

perature variation causing a variation of the ®lm

thickness and stoichiometry among the silicon samples

cannot be excluded. Investigations of the temperature

dependence of the a-C:H ®lm deposition in the same set-

up have shown that up to deposition temperatures of

about 500 K the ®lm stoichiometry and deposition rate

are practically independent of temperature [42]. The

deposition temperature was actually not measured ex-

plicitly but, based on previous experience, it can be as-

sumed that it was well below 400 K. Therefore no large

temperature-induced di�erence between the depositions

on the silicon and carbon samples is anticipated. In spite

of this, a lower total deuterium content was found on the

silicon samples compared with the carbon samples, see

Section 3.1.

The amorphous deuterated carbon ®lms (a-C:D)

were deposited from a capacitively coupled 13.56 MHz

radio-frequency glow discharge plasma, using CD4 as

precursor gas. A detailed description of the deposition

apparatus is given elsewhere [43]. Prior to deposition,

the substrates were cleaned in a hydrogen discharge for

25 min at a pressure of 2 Pa, an applied power of 90 W

(power density 1.2 W cmÿ2), and a dc self-bias voltage of

)350 V. Film deposition was carried out at a pressure of

10 Pa, an applied power of 40 W (power density 0.5 W

cmÿ2), and a dc self-bias voltage of )150 V. The pre-

cursor gas was research grade CD4 with a nominal pu-

rity of 99.0% (the main speci®ed impurity is CDxHy ,

x� y � 4), but mass spectrometric analysis revealed an

impurity concentration of 3.1% N2. This did, however,

pose no problem for the present experiments, because

the major aim was to produce several samples with a

carbon surface layer containing a well de®ned amount of

deuterium. In the ERDA measurement up to 0.3 at.% of

N have been found throughout the deposited layers. The

etching and deposition parameters for the a-C:D layers

are summarised in Table 1.

Fig. 1. Positions of the samples on the sample holder during the plasma deposition of the a-C:D layers. The inner 5� 4 block shows

the positions of the 20 carbon samples. The 25 silicon samples were placed without clamping on the outer ring of the stainless steel

substrate holder. The squared spots on the samples indicate the positions of the NRA analysis performed prior to shipping.
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Usually, good ®lm homogeneity is achieved with this

set-up for a single wafer up to 10 cm in diameter. Sig-

ni®cant ®lm thickness variations are in general restricted

to a ring of about 0.5 cm from the rim of the substrate

holder. The ®lm thickness of the coated silicon samples

was determined using a pro®lometer (Tencor Alpha Step

200). The thickness of the 20 silicon samples placed in

the ring (samples no. 1Si to 20Si) was very homoge-

neous, in agreement with the optical inspection of the

interference colour. For all 20 samples a small thickness

gradient of about 2% was measured. The average

thickness on the sample site closer to the centre of the

electrode is �301� 2� nm and it is �294� 2� nm on the

site closer to the rim. The thickness gradient over a

distance of about 3 cm is given by comparison of the

thickness measurements on samples 21Si, 3Si, and 25Si.

The innermost point on 21Si is �312� 2� nm, the out-

ermost on 25Si is �289� 2� nm. This yields a total dif-

ference of 23 nm corresponding to about 8%. Only

silicon samples from the ÔringÕ, i.e. samples 1Si to 20Si

were used for the Round Robin experiment. The re-

fractive index of the layers is about 1.90 and the mass

density, calculated from the thickness and the ion beam

analyses, is about 1.6 g cmÿ3.

3. Analysis

The silicon samples allowed also to measure the

thickness and the carbon content of the a-C:D deposits,

in addition to the deuterium content. The carbon con-

tent of the a-C:D deposits could not be measured on the

carbon samples, but they allowed, on the other hand,

thermal desorption measurements of the deposits up to

temperatures of 2000 K.

The deuterium content of the samples was measured

at six laboratories by di�erent experimental techniques:

· At Max-Planck-Institut f�ur Plasmaphysik (IPP),

Garching with the D(3He,p)a NRA, using 790 keV
3He ions [18,44] (Section 3.2) and by ERDA using

2.6 MeV incident 4He ions and detecting the recoils

in a surface barrier detector with a stopper foil in

front of it to absorb the backscattered 4He [19,45]

(Section 3.4.1).

· At Beschleuniger Laboratorium, Garching with

ERDA, by Section Physik, Ludwig-Maximilians-

Universit�at M�unchen (LMU) and by Physik Depart-

ment E12, Technische Universit�at M�unchen (TUM)

Section Physik.

At Section Physik, Ludwig-Maximilians-Universit�at

M�unchen (LMU), 210 MeV 127I ions were used.

The heavy recoils were detected with an ionisation

chamber [46] and the light recoils with a Ôgas-semi-

conductor telescopeÕ [26,34] (Section 3.4.2).

At Physik Department E12, Technische Universit�at

M�unchen (TUM), 80 MeV 197Au ions were used

and the recoils were analysed using a gas±semicon-

ductor DE±E telescope [47] for standard elemental

analyses and the charged recoils were analysed with

a Q3D magnetic spectrograph for high resolution an-

alyses [47] (Section 3.4.2).

· At Institut f�ur Ionenstrahlphysik und Materialfor-

schung, Forschungszentrum Rossendorf, Dresden,

by ERDA, using 35 MeV 35Cl ions and detecting

the heavy recoils with a Bragg ionisation chamber

[48] and the light recoils with a Ôsemiconductor tele-

scopeÕ [26] (Section 3.4.3). One sample was further

analysed by calibrated negative SIMS (Section 4).

· At Max-Planck-Institut f�ur Plasmaphysik, Bereich

Berlin, by thermal desorption spectrometry (TDS)

and by positive SIMS (Sections 4 and 5).

· At Institut f�ur Experimentelle Physik, Abteilung

Vakuumphysik und-technik, Otto-von-Guericke-

Universit�at Magdeburg, by temperature pro-

grammed thermal desorption spectrometry (TPD)

[31] (Section 5).

3.1. Sample characterisation

All samples used for the Round Robin investigations

were analysed at IPP, Garching, prior to their shipment

to the di�erent groups, employing the D(3He,p)4He

NRA at 790 keV incident energy, to verify the homo-

geneity of the deuterium content in the deposited layers

(see Section 3.2). On each sample three spots with a size

of 1� 1 mm2 were analysed with a charge of 0.2 lC per

spot. This ¯uence of 1:3� 1014 ions cmÿ2 is low enough

so that the ion-induced desorption of deuterium [19] is

within the statistical errors of the measurement. The

number of detected protons created in the nuclear re-

action was >104 for each spot, resulting in a statistical

counting error of <1%. Although the error in the de-

termination of the absolute amount of D is larger (see

Section 3.2, below), the error in comparing the samples

relative to each other is only given by the statistical er-

ror. The average value of deuterium in the a-C:D layers

for the carbon samples (C samples) and separately for

the silicon samples (Si samples) was computed from

measurement at three spots on each sample. The a-C:D

layers, which had been deposited onto the carbon

Table 1

Parameters for the plasma deposition of the a-C:D layers and

substrate cleaning

Parameter Film

deposition

Cleaning

step

Precursor gas CD4 H2

Gas ¯ow (cm3 NTP) 5 20

Gas pressure (Pa) 10 2

RF power density (W cmÿ2) 0.5 1.5

DC self-bias (V) )150 )350

Substrate temperature (K) <320 <320

R. Behrisch et al. / Journal of Nuclear Materials 281 (2000) 42±56 45



samples, yielded an average value of 175� 1016 D atoms

cmÿ2, with a standard deviation of the samples from this

mean values of �2:5%. The maximum deviation of in-

dividual spots on the samples from the mean value was

3.5%. For the a-C:D layers deposited onto the silicon

samples placed on the ring around the C samples (1Si to

20Si) the average value was lower by about 13%, i.e.

154� 1016 D atoms cmÿ2 with a standard deviation of

�1:4% and a maximum deviation of �2:2%. The D

measured on the four silicon samples located inside the

ring (21Si to 24Si) was higher by 4.2%, and on sample

25Si which was outside the ring it was lower by 4.2%.

The gradient of the deuterium content from samples

21Si to 25Si was found to be in good agreement with the

thickness gradient across these samples (see Section 2).

The lower D content on the Si samples can therefore be

partially explained by the observed deposition pro®le.

The thickness pro®le and the deuterium content showed

an increase of about 4% for the silicon samples 21Si to

24Si, which were placed closer to the centre of the

electrode. We found, however, no indication for a fur-

ther increase of the ®lm thickness towards the centre,

neither from the optical inspection of the interference

colour of the carbon samples nor from the above de-

scribed ion beam analysis. Therefore, the observed

thickness gradient can account at most for about 5%

deviation. The remaining deviation between the carbon

and silicon samples of about 8% could be in principle

due to a higher sample temperature during deposition

because of insu�cient clamping, but as discussed above

(Section 2) this is not considered to be the reason for the

observed di�erence. A possible explanation is that

the silicon substrates were perfectly ¯at, while even the

polished carbon substrates showed a surface roughness.

Therefore the carbon samples posed a higher e�ective

surface area, so that more material has been deposited

onto them.

3.2. Nuclear reaction analysis

The cross-section for the D(3He,p)a nuclear reaction

has a broad maximum at incident 3He energies of about

640 keV in the laboratory system and it is known to be

800 mb with an absolute accuracy of about 2% [18,49].

The cross-section is angle independent in the centre-of-

mass system for incident energies below 1 MeV [49]. We

have used incident 3He ions with a slightly higher inci-

dent energy of 790 keV, resulting in an about uniform

sensitivity for depths up to a few 100 nm. The protons

created in the nuclear reaction were counted with a large

acceptance angle (about 0.1 sr) surface barrier detector

covered with a 0.1 mm stainless steel foil to stop the 3.5

MeV 4He ions from the nuclear reaction, as well as the

backscattered 3He ions of the incident ion beam. The

total 3He ion beam charge used for each data point was

0.2 lC, as measured by a Faraday cup. Additionally, for

calibration of the large acceptance angle proton counter

a thin D-implanted erbium layer was used and in addi-

tion the spectrum of the backscattered 3He including the

a-particles from the nuclear reaction were recorded at a

scattering angle of 165° by a surface barrier detector

with a small opening angle of 1:08� 10ÿ3 sr �2%. The

total charge of the incident 3He ion beam used for this

analysis was 5 lC� 5%. The large acceptance angle

proton counter could therefore be calibrated with the

165° detector, resulting in the same inaccuracy of about

2% for the solid angle. The energy loss of the incident
3He particles in the deposited a-C:D layers was about 96

keV. The change of the cross-section from 790 to 690

keV is about 15% and was taken into account. The ab-

solute errors of both measurements due to errors in

current integration, solid angle determination and un-

certainties in the cross-section are about 6%. The sta-

tistical errors due to the number of counts is <1% for the

measurements with the large angle proton counter and

<3% for the 165° detector. The average values obtained

by the NRA analyses of all a-C:D layers deposited on 20

carbon and 11 measured silicon samples, which had been

performed before shipping the samples to the di�erent

laboratories, are shown in Table 3.

3.3. Proton elastic backscattering

The a-C:D layers on Si samples have also been

analysed by elastic backscattering of 1.5 MeV H�. The

protons hit the surface at normal incidence and the

backscattered protons were detected at a scattering an-

gle of 165°. The incident ¯ux was measured with a

Faraday cup. Two peaks, one of D and one of C in the

a-C:D layer were found in the backscattering spectrum

(Fig. 2). However, only the C peak was evaluated due to

the unknown cross-section for scattering of 1.5 MeV

Fig. 2. Spectrum of backscattered protons from the a-C:D

layer on silicon sample 3Si.
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protons at D [50]. The values for carbon are included in

Table 3.

3.4. Elastic recoil detection analyses

The surface layer to be analysed is bombarded with

keV to 100 MeV ions. Atoms from the layer are scat-

tered by binary elastic collisions with the incident ions.

The recoil atoms leaving the surface at a shallow angle

with respect to the surface are analysed for their mass

and energy, the latter is correlated to the depth from

which the recoils are generated [19,51]. Absolute

amounts and depth pro®les of D can be calculated from

the analysing ion ¯uence and from the number and en-

ergy of the recoils detected within a known acceptance

angle of the detector [47±51], using the Rutherford

scattering cross-section and tabulated stopping powers

for the ions in solids [52].

3.4.1. ERDA with light ions (Max-Planck-Institut fuÈ r

Plasmaphysik, Garching)

In the ERDA measurement at IPP for the hydrogen

isotopes an ion beam of 2.6 MeV 4He was used with an

angle of incidence of 75°. The detector was placed at an

exit angle of 75° with respect to the surface normal,

corresponding to a recoil angle of 30°. The beam spot

area on the target surface was 2� 1 mm2. A total

charge of 1 lC was used, as measured by a Faraday cup,

corresponding to about 6� 1012 4He ions or a ¯uence of

3� 1014 4He ions cmÿ2. The detector had a solid angle of

about 5� 10ÿ3 sr and was covered with a 5 lm stainless

steel foil to stop backscattered 4He ions and to allow

only the hydrogen isotope recoils to enter the detector.

The D(4He,D)4He recoil cross-section is Ônon-Ruther-

fordÕ at this energy [53], and the values measured and

reported by di�erent groups show large di�erences [53±

55]. In order to avoid the problems associated with the

uncertainty of the cross-section, the D content was de-

termined against the known D content of a calibrated

target (9:8� 1017 � 10% D atoms, implanted in Er). The

energy losses of the incident 4He ions in the a-C:D layers

and in the implanted Er layer are nearly the same,

therefore allowing direct comparison the number of

counts. The absolute error is only determined by the

accuracy of the calibrated target being about 10%. The

results of the analysis are shown in Table 3. For the

carbon sample 27C the value measured by ERDA was

found about 7% higher than the mean value of the

analysis, while the value for the carbon sample 32C was

found about 6% lower.

3.4.2. ERDA with heavy, 210 MeV 127I and 80 MeV 197Au

ions (Beschleuniger-Laboratorium, Garching)

At Beschleuniger-Laboratorium in Garching two

di�erent ERDA set-ups were used for the analyses. The

use of heavy ions, which are not scattered into the

detectors by the elements present in the samples means

that the stopper foil in front of the detectors could be

avoided in both cases:

In one experiment, performed by Ludwig-Maximil-

ians-Universit�at, M�unchen, 210 MeV 127I ions were

used, at an angle of incidence of 71.2° relative to the

surface normal and the detector symmetrically to the

incidence conditions, i.e. a scattering angle of 37.6°. The

detector covered a solid angle of about 6 msr. The recoil

atoms, with the exception of hydrogen, were analysed

using a DE±E telescope. This consists of an ionisation

chamber where the anode, by which the charges are

extracted, is divided into two parts. The charge from the

smaller anode at the entrance gives the DE signal for

identifying the recoiling particles, while the charge ex-

tracted from the ®rst and the second electrodes gives the

E signal [46]. The raw data measured for the a-C:D layer

on the Si sample 11Si are shown in Fig. 3. The a-C:D

deposition is found to contain about 0.3% oxygen and

nitrogen; the silicon substrate is also seen at larger

depths. The recoiling hydrogen isotopes are generally

not stopped in the ionisation chamber and are analysed

Fig. 3. Two-dimensional plot of the ERDA signals as measured

with 210 MeV 127I ions for an a-C:D layer on silicon sample

11S. The upper ®gure shows the ERDA recoils D and H. The

lower ®gure shows the ERDA signals from C and Si, as well as

from N and O, being present at small concentrations.
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using a silicon surface barrier detector situated at the

end of the chamber. This covers an opening angle of

about 1 msr. In order to separate the di�erent hydrogen

isotopes the DE signal is taken from the charges created

by the hydrogen isotopes in penetrating the total length

of the ionisation chamber. The analysis shows that the

a-C:D layer contains in addition to D also some H. The

signals of D and H are well separated (see Fig. 3). In-

tegration of these signals allows to determine the total

amount of the hydrogen isotopes in the a-C:D layers if

the ion analysing charge is known. This charge was

calculated from the ERDA intensity of the simulta-

neously measured Si substrate.

In the ERDA measurements especially with high

atomic mass ions, a relatively strong bombardment-in-

duced desorption of the hydrogen isotopes was found,

which can introduce larger errors in the results [34]. The

decrease of the deuterium ERDA signal with analysing

¯uence for the 210 MeV 127I ions used in the analysis by

LMU, M�unchen, is shown in Fig. 4. This decrease was

®tted to the predicted analytical dependence of the de-

crease with incident ¯uence [35]. The extrapolation to

zero analysing ¯uence resulted in a total amount

of 150� 1016 D atoms cmÿ2, the value was taken for

Table 3.

The second analysis was performed with the set-up at

TU, M�unchen. In this case 80 MeV 197Au ions were

used. Compared to the 210 MeV 127I ions they have a

much higher scattering cross-section due to the higher

atomic number and the lower energy. For analysing the

hydrogen isotopes, a hybrid DE±E detector was used

which consisted of a DE-gas detector and a residual

energy solid-state detector with an acceptance angle of

6 msr. The angle of incidence was 82° to the surface

normal and the detector was mounted at an angle of

57.6° to the surface normal, corresponding to a scat-

tering angle of 40.4°. The measured raw data gave a

plot, similar to Fig. 3. The total amount of D and H in

the a-C:D layers is obtained by integration of the D and

H recoil intensities, respectively. The higher sensitivity

for 80 MeV 197Au ions, as compared to 210 MeV 127I

ions, allowed to use about a factor of 100 lower incident

¯uences for the analyses. For these low ¯uences nearly

no bombardment-induced D desorption was observed

within the statistical uncertainties, i.e. the measured

deuterium content remains about constant up to the

analysing ¯uences of about 8� 109 197Au ions cmÿ2. The

data are plotted in Fig. 5. They yield a total amount of

about 200� 1016 D atoms cmÿ2. Due to the higher

sensitivity, the larger number of detected counts resulted

in small statistical errors (<2%). The D/C ratio was

calculated to be 0:775� 0:002. Note that the analyses

with 210 MeV 127I ions started only at higher ¯uences,

i.e. at a ¯uence >3�1010 127I cmÿ2. The electronic stop-

ping powers, causing the hydrogen isotope release, are

nearly the same for 210 MeV 127I and 80 MeV 197Au

ions, therefore, to a ®rst-order approximation, the ¯u-

ence can be scaled to the damage production and the

hydrogen release using the same factor.

Calibration of the deuterium content was performed

by calculating from the raw data the depth pro®les for

the relative amounts of all elements in the samples using

the computer code KONZERD [56]. The energy cali-

bration of the DE±E detector, the values for the stopping

power for 179Au ions in the Si backing and the scattering

geometry have to be known for the determination of the

absolute amount of deuterium from the measured

spectra. Due to the rather low energies of the recoils, an

accurate energy calibration of the detector was not

possible for this ®rst experiment. The stopping power

values calculated by the computer simulation program

TRIM may di�er from the real values by up to 20%. The

angle of the impinging 179Au ions was only known with

an accuracy of �0:5°. From these uncertainties in the

experimental parameters an uncertainty of about 25%

resulted for the determination of the absolute amount of

deuterium,. The obtained depth pro®les for C and D as

Fig. 5. Decrease of the D signals with ion ¯uence in an ERDA

measurement for an a-C:D layer on silicon sample 12Si using 80

MeV 197Au ions.

Fig. 4. Decrease of the D signals with ion ¯uence in an ERDA

measurement for an a-C:D layer on silicon sample 11Si, using

210 MeV 127I ions.
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well as for the impurities H, N and O are shown in

Fig. 6. The accuracy of the depth pro®les by use of this

calibration was estimated to be 7% mainly due to the

uncertainty in the stopping power of the 179Au ions in Si.

The accuracy of the integrated D/C ratio does not de-

pend on stopping powers; due to the well-known

Rutherford cross-section it is only limited by statistics.

The accuracy of this ratio is better than 1% in case of the

80 MeV 179Au ions. The thickness of the a-C:D layer can

be further estimated from the depth of the oxygen peak

(Fig. 6). Based on the known D concentration it is also

possible to determine the amount of deuterium in the a-

C:D layer. The value which was obtained is lower by

about 25%, and it was also included in Table 3.

In the analyses with 80 MeV 179Au ions, the deute-

rium depth pro®le was further simultaneously measured

with high energy resolution, i.e. high depth resolution at

a scattering angle of 15° using the Munich Q3D mag-

netic spectrograph. The pro®le of an a-C:D layer on a Si

sample is shown in Fig. 7. Only a surface layer corre-

sponding to the ®rst 70� 1016 atoms cmÿ2 was measured

due to the limited acceptance angle of the Q3D. Except

for a small deuterium peak at the front of the sample,

the pro®le was found to be constant within the error

bars. The thickness of the surface layer with the high D

concentration on the a-C:D layer is about 3 nm FWHM

and it is the region where the ions have penetrated the

®lm in the last step of deposition. The additional deu-

terium content in the peak is much less than 1% of the

total deuterium content of the a-C:D ®lms.

3.4.3. ERDA using 35 MeV 35Cl ions (Forschungszen-

trum Rossendorf)

In the ERDA at Forschungszentrum Rossendorf, a

primary ion beam of 35 MeV 35Cl7� ions from the

Rossendorf tandem accelerator was hitting the sample at

an angle of 75° relative to the surface normal with a

beam spot area of 3� 1 mm2. The energetic recoiling H

and D ions created at an angle of 38° and leaving the

surface at 67° with respect to the surface normal were

detected with a semiconductor telescope detector, hav-

ing a 16 lm thick Al foil in front to stop all scattered
35Cl ions [26]. The heavier recoiling target atoms were

detected with a Bragg ionisation chamber at a recoil

angle of 30°, i.e. at an angle of 75° with respect to the

surface normal [26,48]. The acceptance angles of the

detectors were determined by the geometry as well as by

measuring of standards, giving an opening angle of 2.13

msr �5% for the semiconductor telescope and 0.42 msr

�5% for the Bragg ionisation chamber. The measured

recoil spectra for H, D, O, and C are shown in Fig. 8,

while Fig. 9 shows the depth distributions evaluated

from the measurements. For sample 23C, the total

amount of deuterium measured in this analysis was

corrected for deuterium release during the measurement

(see Fig. 10). Due to the lower sensitivity in the use of
35Cl ions larger ¯uences had to be used compared to the

ERDA measurements with 127I ions and 179Au ions. This

resulted in a larger bombardment induced D release.

Extrapolation to zero analysing ¯uence gave a deuteri-

um content of 145� 1016 Dcmÿ2, i.e. about a factor of 8

Fig. 6. Depth pro®les of O, H, N, C and D as measured in an

ERDA analysis for an a-C:D layer on silicon sample 12Si, using

80 MeV 197Au ions.

Fig. 7. Depth pro®le of D in an a-C:D layer on a silicon sample

as measured with the high resolution Q3D showing the very

uniform depth distribution, except for a slight surface peak.
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higher deuterium content than measured at the end of

the analysis (see Fig. 10). The value obtained by this

extrapolation is included in Table 3. The deuterium

amount in the Si sample 8Si was measured with an

analysing ¯uence of 2� 1013 35Cl ions cmÿ2 and has not

been corrected for the deuterium release during the an-

alyses. This number represents a lower limit, which may

have to be increased by a factor of about 1.6. This is not

taken into account in Table 3.

4. Secondary ion mass spectrometry (Forschungszentrum

Rossendorf)

SIMS measurements were performed with the nega-

tive secondary ions formed at the injector ion source of

the AMS set-up in Rossendorf [29]. Samples cut to a

diameter of about 5 mm were installed as the target in

the negative ion source. They were bombarded with

5 keV Cs� ions and the sputtered Dÿ ions were extracted,

mass analysed with the injection sector magnet and

measured in a Faraday cup behind the magnet. In order

to avoid the e�ects occurring at the sides of the sputtered

crater, the target was mechanically scanned and the

sputtered ions were recorded only when the sputtering

Cs ions hit at the centre of the crater on the target [29].

This set-up was calibrated with D-implanted carbon

samples. The total amount of D and the depth distri-

bution were calculated from the calibrated SIMS signals

(Fig. 11) and the depth of the crater measured after the

analysis using a micro pro®lometer [29,30]. The results

are shown in Table 3; they are about 20% higher than

the mean values.

In the SIMS analysis performed at IPP, Bereich

Berlin, only the thickness of the deposited layer was

measured and found to be 220 nm (see Table 3).

5. Thermal desorption measurements

TDS or TPD measurements were performed at In-

stitut f�ur Experimentelle Physik, Abteilung Vakuum-

physik und-technik, Otto-von-Guericke-Universit�at

Magdeburg and at IPP, Bereich Berlin.

Fig. 8. Two-dimensional plot of ERDA signals as measured

with 35 MeV 35Cl ions for the a-C:D layer on silicon sample

13Si. The upper ®gure shows the ERDA recoils from D and H,

the lower ®gure shows the ERDA signals from the C and O,

being present at low concentrations. For the units of the energy

and Bragg height peaks just the channel numbers of the mul-

tichannel analyser are given.

Fig. 9. Depth pro®les for C, D, H and O, as deduced from

ERDA spectra measured with 35 MeV 35Cl ions measured on

the silicon sample 13Si.

Fig. 10. Decrease of the D signals with ion ¯uence in an ERDA

measurement for an a-C:D layer on carbon sample 23C using

35 MeV 35Cl ions.
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5.1. Universit�at Magdeburg measurement

At Universit�at Magdeburg temperature programmed

desorption (TPD) measurements were performed in an

UHV system having a volume of about 1.5 l, with an

ultimate pressure in the 10ÿ9 mbar range. After

mounting the sample onto the holder and into the vac-

uum chamber, the system was baked at 400 K for about

16 h. After cooling down, the QMS and the tungsten

®lament which was used for heating the sample by

electron bombardment from the rear, were degassed, the

current of the tungsten ®lament was increased up to

the ®nal value in a time of about 10 s. At the end of the

resulting short pressure rise the acceleration voltage was

applied to the sample, which was electrically insulated

with respect to the chamber walls. The voltage was in-

creased up to 1000 V so that the samples were uniformly

heated by the electron bombardment from the rear side.

The voltage was programmed to result in a linear tem-

perature increase at a rate of about 10 K sÿ1 up to

temperatures of 2100 K. The temperature was measured

at the front side of the sample by a pyrometer placed

outside the vacuum chamber using a UHV viewing port

made of magnesium ¯uoride. The partial pressures were

determined with a quadrupole mass spectrometer

(QMS) [31]. In order to get quantitative results, the

QMS was calibrated by ®lling the chamber with puri®ed

gases and measuring the pressures with a spinning rotor

gauge taking into account the di�erent sensitivities for

di�erent masses. During the TPD analyses the ion cur-

rents in the QMS were measured as a function of the

sample temperature [31]. The ¯uxes of desorbing gases

were calculated taking into account the sensitivities of

the QMS and the device parameters such as the volume

and the e�ective pumping speed. The desorbed ¯uxes for

the carbon sample 33C plotted as a function of the lin-

early rising target temperature are shown in Fig. 12. The

inventories were calculated by integrating the ¯uxes of

the di�erent D containing species emitted over the whole

temperature range. The results for all desorbed species

are shown in Table 2, the results for the total amount of

D are also included in Table 3. Only about half of the

deuterium was released as D2, the other fraction was

released as CD4 and some DH. The measured relative

high contribution of CD4 indicates that higher hydro-

carbon components have also been likely released from

the a-C:D ®lms. Higher masses, such as C2D5 (mass 34)

and C2D6 (mass 36) have been seen in test measure-

ments, however, the signal height of the QMS had not

been calibrated for the higher masses. A rough estima-

tion gave a contribution of the higher hydrocarbon

molecules to the released D of about 20%. Unfortu-

nately, this contribution could not be quanti®ed in the

present experiment. However, it should be included in

order to get reliable measurements. After each degas-

sing, the heating was repeated, but the measured ¯uxes

were found to be about a factor 100 lower. The relatively

large amount of measured H, particularly at high sample

temperatures, may have been due to heating and deg-

assing of the walls of the vacuum chamber.

Fig. 12. Temperature programmed desorption (TPD) spectra

measured for the a-C:D layer on carbon sample 33C for a

heating rate of 10 K sÿ1. (The total amounts of the desorbed

gases are summarised in Table 2.)

Table 2

Total amounts of H and D and of all measured desorbed

species for temperature programmed desorption (TPD) of

the carbon sample 33C by heating from 273 to 2016 K

Desorbed species Total inventory [�1016 cmÿ2]

H-(total) 136

D-(total) 119

H2 61

HD 8.11

D2 32.9

N2 6.1

CH4 1.49

H2O 7.88

CD4 11.2

CO 42.7

CO2 3.7

Fig. 11. Negative SIMS depth pro®le of D measured at the

AMS injector in Rossendorf for an a-C:D layer on silicon

sample 28Si using Cs ions.
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5.2. Measurements at IPP, Bereich Berlin

The TDS measurements at IPP, Bereich Berlin, were

carried out in a UHV system, having a volume of 40 l,

which allowed to perform desorption measurements

of relatively large samples with a size up to 100�
100� 10 mm3 [8,9]. It consisted of two chambers. The

larger main vessel was pumped by a turbomolecular

pump with a pumping speed of 200 l sÿ1 for hydrogen,

giving a base pressures of <10ÿ6 Pa. The samples to be

analysed were put onto a molybdenum holder and were

heated by electron bombardment with constant heating

power, resulting in non-linear heating rates. Tempera-

tures above 2000 K were achieved after a heating time

shorter than 60 s. A fraction of the desorbed gas reached

the analysing chamber through a ¯ow conductance of

1 l sÿ1. This chamber was pumped by another turbo-

molecular pump down to pressures of <10ÿ6 Pa. It was

equipped with a quadrupol mass spectrometer for

analysing the desorbed gases. Calibration of the QMS

was performed by introducing puri®ed gas into the de-

sorption chamber and the total pressure was measured

with an ionisation gauge. The calibration was checked

by degassing a deuterium containing carbon layer on a

tungsten sample whose amount of deuterium had been

previously measured by NRA [8,9]. In order to deter-

mine the desorbed deuterium ¯uxes, the temporal evo-

lution of the partial pressures of D2, HD and CD4 were

measured. The total deuterium inventory of the samples

was determined by integrating the ¯uxes of these mole-

cules over the whole heating time. The contribution of

other deuterium containing species was neglected. The

results are included in Table 3.

6. Discussion

The results for the absolute amounts of D in the

a-C:D layers, which were determined independently in

the measurements at the six laboratories, are summar-

ised in Table 3. The ®rst row gives the average values for

the amount of deuterium determined by the

D(3He,p)4He nuclear reaction (Section 3.2) measure-

ments of all 20 carbon and 11 silicon samples from the

ring before shipping them to the di�erent laboratories.

The reasons for the di�erence of the values between

carbon and silicon samples were already discussed in

Section 3.1. The following rows give the experimental

values obtained for the individual samples by the dif-

ferent groups with their own methods. The last row gives

mean values for the C and Si samples calculated by

adding the individual results and dividing them by the

number of measurements, as discussed in the following.

The total uncertainty of each experimental result

yielding an absolute number is determined by statistical

and by systematic errors. The statistical error arises

from counting statistics and experimental uncertainties

due to a lack of control over certain parameters. The

systematic errors are due to, for example, incorrect

calibration of measuring instruments, errors of cross-

sections used for data analysis, or incorrect measure-

ment of experimental parameters such as scattering

angle, detector solid angle, or analysing ion beam

¯uence. The statistical error may vary from measure-

ment to measurement or sample to sample in the same

set-up. It can be reduced by repeating the measurements

and averaging. On the other hand, the systematic error is

the same for each measurement and gives rise only to a

scaling of the result, but maintaining the relative value.

This means, if the results of two measurements at two

di�erent samples using the same set-up and analysis

method di�er by some factor, this must be due to dif-

ferent amounts on the samples and the measured results

will always di�er by the same factor. This does not de-

pend on the absolute values and may be due to, for

example, the use of an incorrect cross-section. In this

sense, we can consider the initial analysis of the complete

set of carbon samples and the 11 analysed silicon sam-

ples described in Section 3.1 as a proof of the homoge-

neity of the deposits without making conclusions about

the total precision of the applied method. Because the

hydrogen isotopes are very strongly bound in these

layers, their amount does not change in the time between

the initial NRA analysis and the analyses in the di�erent

laboratories.

Deviations between the measurements of di�erent

groups or di�erent methods are signi®cantly larger than

the found standard deviations of about 2.5% for the

carbon and 1.5% for the silicon samples and cannot be

due to di�erences in the samples. Since the main purpose

of this work is to compare di�erent quantitative meth-

ods with each other, it was implicitly assumed that the

di�erences between the results of the di�erent methods

are not governed by statistical errors, but due to sys-

tematic errors. Care should be taken to assure that each

method enters the calculation of the mean value with the

same statistical weight. Therefore, we ®rst calculated the

algebraic mean of the results of the same method, if

more than one sample was measured with this method,

and then took this value to calculate the algebraic mean

of the di�erent methods. Accordingly, the average of

each of the two measurements for samples 27C and 32C,

of 18Si and 24Si, of 24C and 33C, and of 36C and 37C

was used for the calculation of the mean value, since the

same method was applied in these cases. According to

this procedure, the mean value was calculated from 6

and 7 values for C-and Si-samples, respectively.

The mean values and standard deviations are

�159� 23� � 1016 D atoms cmÿ2 for the carbon samples

and �149� 26� � 1016 D atoms cmÿ2 for the silicon

samples. Two observations become immediately appar-

ent from these data. Firstly, the standard deviations of
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both sets are 14.5% and 17%, respectively. They are

signi®cantly higher than the standard deviations mea-

sured by only one method, which where 2.5% and 1.5%

(Section 3.1). Secondly, the di�erence of about 13%

between the average values for the silicon and carbon

samples is not found in the mean values. Both points

indicate that additional uncertainties enter the data

evaluation. These are ascribed to systematic errors and

discussed below.

The mean value of D for the C substrates is lower by

about 10% than the average value determined by NRA

for all samples prior to shipping. The low mean value of

D for the a-C:D layers on carbon substrates may be due

to the too low amounts of deuterium measured by TPD

due to neglecting the release of higher mass hydrocar-

bons. For D in the a-C:D layers on silicon substrates,

the mean value is only 3% lower than the average value

determined by NRA for all samples prior to shipping.

This may be due to those values which have not been

corrected for depletion during the analyses.

The di�erences of the values of individual measure-

ments to the mean value are given in parenthesis in

column 3 of Table 3. For understanding the di�erences

between the results measured by di�erent techniques at

di�erent laboratories, the calibrations and uncertainties

of each technique including possible systematic errors

have to be considered.

In all measurements with MeV ion beams a possible

common source of error is the measurement of the

analysing ion ¯uence and the detector solid angle. In

ERDA analysis additional sources of error are small

uncertainties of the close to glancing angles of the inci-

dent ion beam and the detected recoils toward the

sample surface, and the small scattering angles

combined with the strong angular dependence of the

Rutherford cross-section. Even a small misalignment of

the sample surface with respect to the incident beam and

the detector for measuring the recoils, may result in

changes of the scattering and recoil angles. The scatter

among the 2.6 MeV 4He ERDA analysis results is

mainly due to this problem.

Bombardment-induced deuterium release is a further

major problem, especially for the analysis by heavy ion

ERDA, while it is only a minor problem for analysis

with swift He ions. Just one analysis is generally not

su�cient. On the contrary, a large number of subse-

quent measurements is needed to allow extrapolation to

zero analysing ¯uence. In the heavy ion ERDA mea-

surement, the deuterium signal was measured as a

function of the analysing ¯uence and extrapolated to

zero ¯uence (Figs. 4, 5, and 10). This extrapolation has

also several uncertainties. There may be a relatively large

D release already at very low analysing ¯uences, which

may depend on the properties of the sample analysed

and cannot be observed for the ¯uences needed for the

®rst analysis. However, as seen in Fig. 5 the release may

also be very small for low analysing ¯uences. Further,

the decrease of the IBA signal depends on the structure

and properties of the deposited ®lms and on the analy-

sing current distribution [35], the current density and the

charge and energy of the analysing ions. These e�ects

have not yet been su�ciently investigated [57].

In the D(3He,p)4He NRA method, which was used as

the reference analysis technique the analysing ion cur-

rent was measured with a Faraday cup and the opening

angle of the detector was determined with a calibrated

D-implanted target (see Section 3.2). The uncertainties

in the numbers are mainly due to statistical errors. Ac-

cording to earlier investigations [19] for the analysing

¯uence used here, ion-bombardment-induced deuterium

release is within the statistical errors.

For the ERDA analyses at LMU, M�unchen with 210

MeV 127I ions the extrapolation of the deuterium ERDA

signals to zero analysing ¯uence is shown in Fig. 4. It

was ®tted to the predicted analytical dependence on the

incident ¯uence [35] resulting in a value for the amount

of D which deviates by less than a few per cent from the

mean value (Table 3).

For the ERDA analyses at TU, M�unchen with 80

MeV 197Au, due to the higher sensitivity [51] a factor of

about ten lower analysing ¯uence could be used. No

decrease of the deuterium ERDA signal with analysing

¯uence was observed within the measuring statistics up

to ¯uences of about 8� 109 Au cmÿ2 (Fig. 5). A slow

nearly exponential decrease was found at higher ¯u-

ences. The value for the amount of deuterium of

200� 1016 cmÿ2 is higher by 31% than the mean value.

This indicates a systematic error, which is probably

caused by the uncertainty in the stopping power of the

80 MeV 197Au ions in the Si substrate, which enters in

the determination of the analysing ¯uence from the Si

recoil intensity by the computer code KONZERD. The

amount of deuterium was also obtained from the

thickness of the a-C:D layer and the D to C concen-

tration ratio, without requiring the stopping power of

the 80 MeV 197Au ions in Si. This value falls within 1.3%

of the mean value of all measurements.

35 MeV 35Cl ions were used in the ERDA measure-

ments at FZ Rossendorf. The observed decrease of the

deuterium ERDA signal with analysing ¯uence for car-

bon sample 23C is shown in Fig. 10. The value obtained

by extrapolation to zero analysing ¯uence is given in

Table 3; it is lower by 9% than the mean value for all

measurements For sample 8Si the ERDA analysis was

performed with a ¯uence of 1:8� 1013 35Cl ions cmÿ2.

The decrease of the deuterium ERDA signals with

analysing ¯uence was not recorded, and the value given

in Table 3 represents therefore only a lower limit. It is

20% lower than the mean. The value for sample 13Si was

obtained from the measured D/C ratio and the depth of

the oxygen peak. This determination of the D amount

is not in¯uenced by the current measurement of the
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analysing ion beam and deuterium release during the

analysis. The obtained value is 11% lower than the mean

value. In the SIMS analysis only the atoms sputtered as

ions are detected. The fraction of hydrogen sputtered as

ions depends on several parameters, such as the sub-

strate material, impurities in the substrate as well as the

concentration and the binding states of the deuterium in

carbon [58,59]. This means that a calibration for hy-

drogen implanted in carbon may not give the correct

results for hydrogen in a-C:D layers. The larger amount

of deuterium measured in the SIMS analyses ��20%�
may well be due to the fact that deuterium sputtered

from deuterium implanted into carbon gives a lower ion

yield than deuterium sputtered from an a-C:D layer.

Other uncertainties play a role in the TDS analyses at

Otto-von-Guerike Universit�at, Magdeburg and at IPP,

Bereich Berlin. In the TDS measurements at Magde-

burg, the mass spectrometer used had been calibrated

separately for gases of the low mass molecules being

released during the desorption. The fractional contri-

bution of high molecular weight molecules to the deu-

terium release was not included because the QMS was

not calibrated for these masses. Furthermore, in order to

reduce the background from gases at the vessel walls, the

system had been baked for 16 h to 400 K before the TDS

measurement. This baking temperature was kept low to

avoid degassing from the sample to be measured. The

major reason for the comparatively low amounts of

deuterium measured by TDS, which are shown in

Table 3, is probably the missing contribution of heavier

molecules.

7. Conclusion

a-C:D layers about 300 nm thick had been deposited

onto Si and on C samples. They have been analysed for

the absolute amount of deuterium at several laboratories

using di�erent techniques. The results for the absolute

numbers deviate mostly by less than about 10 at.%, from

the algebraic mean value, which was calculated includ-

ing all results. A maximum deviation of about 34 at.%

was found. This is regarded as a reasonable agreement

because very di�erent techniques have been applied to

determine the absolute values. The few larger deviations

can be explained by uncertainties in the respective

measurements, such as for example not well-known

stopping powers of the analysing ions in the substrate

material in ERDA or the disregard of higher mass hy-

drocarbons in TDS. In ion beam analysis a major

problem is the measurement of the ion ¯uence used for

the analysis, the opening angle of the detector as well as

corrections with respect to the ion bombardment-in-

duced release of hydrogen during the analysis. The

bombardment induced gas atom release is smallest

for NRA using the light 3He ions at the relatively low

energy of 790 keV. In the SIMS analysis the probability

of emitting the desorbed and sputtered atoms as nega-

tive or positive ions depends on several parameters in-

cluding the binding state of the hydrogen in the

substrate. Calibrations should be performed for the ac-

tual material and for a hydrogen concentration and

binding states which is similar to that which is ®nally

analysed [58]. The calibration of the mass spectrometer,

the volumes, the pumping speed, the desorption of D in

di�erent molecules, especially the higher hydrocarbon

species, have to be taken into account in the TDS

analysis. Regarding all these di�culties an absolute

measurement of the deuterium content to better than

about 10 at.% seems possible.
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